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Preface

Welcome to the third edition

You are reading the third edition of our textbook. Although the fundamentals of
probability and stochastic processes have not changed since we wrote the first edi-
tion. the world inside and outside universities is different now than it was in 1998.
Outside of academia, applications of probability theory have expanded enormously
in the past 16 years. Think of the 20 billion+ Web searches each month and the bil-
lions of daily computerized stock exchange transactions, each based on probability
models, many of them devised by electrical and computer engineers.

Universities and secondary schools, recognizing the fundamental importance of
probability theory to a wide range of subject areas. are offering courses in the sub-
ject to younger students than the ones who studied probability 16 years ago. At
Rutgers, probability is now a required course for Electrical and Computer Engi-
neering sophomores.

We have responded in several ways to these changes and to the suggestions of
students and instructors who used the earlier editions. The first and second editions
contain material found in postgraduate as well as advanced undergraduate courses.
By contrast, the printed and e-book versions of this third edition focus on the
needs of undergraduates studying probability for the first time. The more advanced
material in the earlier editions, covering random signal processing and Markov
chains, is available at the companion website (www.wiley.com/college/yates).
To promote intuition into the practical applications of the mathematics, we have
expanded the number of examples and quizzes and homework problems to about
600, an increase of about 35 percent compared to the second edition. Many of the
examples are mathematical exercises. Others are questions that are simple versions
of the ones encountered by professionals working on practical applications.

How the book is organized

Motivated by our teaching experience, we have rearranged the sequence in which
we present the elementary material on probability models, counting methods, con-
ditional probability models. and derived random variables. In this edition, the first
chapter covers fundamentals, including axioms and probability of events, and the
second chapter covers counting methods and sequential experiments. As before, we
introduce discrete random variables and continuous random variables in separate
chapters. The subject of Chapter 5 is multiple discrete and continious random
variables. The first and second editions present derived random variables and con-
ditional random variables in the introductions to discrete and continuous random
variables. In this third edition, derived random variables and conditional random
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variables appear in their own chapters. which cover both discrete and continuous
random variables.

Chapter 8 introduces random vectors. It extends the material on multiple ran-
dom variables in Chapter 5 and relies on principles of linear algebra to derive
properties of random vectors that are usetul i real-world data analysis and simula-
tions. Chapter 12 on estimation relies on the properties of random vectors derived
in Chapter 8. Chapters 9 through 12 cover subjects relevant to data analysis in-
cluding Gaussian approximations based on the central limit theorem. estimates of
model parameters, hypothesis testing, and estimation of random variables. Chap-
ter 13 introduces stochastic processes in the context of the probability model that
couides the entire book: an experiment consisting of a procedure and observations.

Each of the 92 sections of the 13 chapters ends with a quiz. By working on
the quiz and checking the solution at the book’s website, students will get quick
feedback on how well they have grasped the material in each section.

We think that 60- 807 (7 to 10 chapters) of the book would fit into a one semester
undergraduate course for beginning students in probability. We anticipate that all
courses will cover the first five chapters. and that instructors will select the remain-
ing course content based on the needs of their students. The “roadmap™ on page ix
displays the thirteen chapter titles and suggests a few possible undergraduate syl-
labi.

The Signal Processing Supplement (SPS) and Markov Chains Supplement (MCS)
are the final chapters of the third edition. They are now available at the book’s
website. They contain postgraduate-level material. We, and colleagues at other uni-
versities, have used these two chapters in graduate courses that move very quickly
through the early chapters to review material already familiar to students and to
fill in gaps in learning of diverse postgraduate populations.

What is distinctive about this book?

e The entire text adheres to a single model that begins with an experiment
consisting of a procedure and observations.

e The mathematical logic is apparent to readers. Every fact is identified clearly
as a definition. an axiom, or a theorem. There is an explanation, in simple
English, of the intuition behind every concept when it first appears in the
text.

e The mathematics of discrete random variables is introduced separately from
the mathematics of continuous random variables.

e Stochastic processes and statistical inference fit comfortably within the uni-
fying model of the text.

e An abundance of exercises puts the theory to use. New ideas are angmented
with detailed solutions of numerical examples.

e Each section begins with a brief statement of the important concepts intro-
duced in the section and concludes with a simple quiz to help students gauge
their grasp of the new material.
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FUNDAMENTALS
1. Experiments, models, probabilities
2. Sequential experiments
3. Discrete random variables
4. Continuous random variables
5. Multiple random variables
6. Derived random variables
7. Conditional probability models
DATA ANALYIS FUNCTIONS OF TIME DECISION MAKING
9. Sums of random 8. Random vectors 8. Random vectors
variables 12. Estimation 11. Hypothesis testing
10. The sample mean 13. Stochastic processes
SIGNAL PROCESSING MARKOV CHAINS
SUPPLEMENT SUPPLEMENT

A road map for the text.

e Each problem at the end of a chapter is labeled with a reference to a section in
the chapter and a degree of difficulty ranging from “easy” to “experts only.”
For example Problem 3.4.5 requires material from Section 3.4 but not from
later sections. Each problem also has a label that reflects our estimate of
degree of difficulty. Skiers will recognize the following symbols:

Easy Moderate Difficult Experts Only

Every ski area emphasizes that these designations are relative to the trails
at that area. Similarly, the difficulty of our problems is relative to the other
problems in this text.

e There is considerable support on the World Wide Web for students and in-
structors. including MATLAB programs and solutions to the quizzes and prob-
lems.

Further Reading

Libraries and bookstores contain an endless collection of textbooks at all levels cov-
ering the topics presented in this textbook. We know of two in comic book format
(GS93, Pos01]. The reference list on page 489 is a brief sampling of books that
can add breadth or depth to the material in this text. Most books on probability.
statistics, stochastic processes, and random signal processing contain expositions of
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the basic principles of probability and random variables, covered in Chapters 1-5.

In advanced texts, these expositions serve mainly to establish notation for more
specialized topics. [LG11] and [Gub06] share our focus on electrical and computer
engineering applications. [BTO08|, [Ros12] and [Dra67] and introduce the funda-
mentals of probability and random variables to a general audience of students with
a calculus background. [KMT12] is a comprehensive graduate level textbook with
a thorough presentation of fundamentals of probability, stochastic processes. and
data analysis. It uses the basic theory to develop techniques including hidden
Markov models, quening theory, and machine learning used in many practical ap-
plications. [Bill2] is more advanced mathematically: it presents probability as a
branch of measure theory. [MR10] and [SMM10] introduce probability theory in
the context of data analysis. [Dav10| and [HL11] are beginners’ introductions to
MATLAB. [Ber98] is in a class by itself. It presents the concepts of probability from
a historical perspective. focusing on the lives and contributions of mathematicians
and others who stimulated major advances in probability and statistics and their
application in various fields including psychology. economics, government policy.
and risk management.
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A Message to Students from the Authors

A lot of students find it hard to do well in this course. We think there are a few
reasons for this difficulty. One reason is that some people find the concepts hard
to use and understand. Many of them are successful in other courses but find
the ideas of probability difficult to grasp. Usually these students recognize that
learning probability theory is a struggle, and most of them work hard enough to do
well. However, they find themselves putting in more etfort than in other courses to
achieve similar results.

Other people have the opposite problem. The work looks easy to them, and
they understand everything they hear in class and read in the book. There are
oood reasons for assuming this is easy material. There are very few basic concepts
to absorb. The terminology (like the word probability), in most cases, contains
tamiliar words. With a few exceptions, the mathematical manipulations are not
complex. You can go a long way solving problems with a four-function calculator.

For many people. this apparent simplicity is dangerously misleading because it
is very tricky to apply the math to specific problems. A few of you will see things
clearly enough to do everything right the first time. However, most people who
do well in probability need to practice with a lot of examples to get comfortable
with the work and to really understand what the subject is about. Students in
this course end up like elementary school children who do well with multiplication
tables and long division but bomb out on word problems. The hard part is figuring
out what to do with the numbers, not actually doing it. Most of the work in this
course is that way. and the only way to do well is to practice a lot. Taking the
midterm and final are similar to running in a five-mile race. Most people can do it
in a respectable time. provided they train for it. Some people look at the runners
who do it and say, “I'm as strong as they are. I'll just go out there and join in.”
Without the training, most of them are exhausted and walking after a mile or two.

50, our advice to students is, if this looks really weird to you, keep working at
it. You will probably catch on. If it looks really simple, don’t get too complacent.
It may be harder than you think. Get into the habit of doing the quizzes and
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problems. and if you don’t answer all the quiz questions correctly. go over them
until you understand each one.

We can’t resist commenting on the role of probability and stochastic processes
in our careers. The theoretical material covered in this book has helped both of
us devise new communication techniques and improve the operation of practical
systems. We hope vou find the subject intrinsically interesting. If you master the
basic ideas, you will have many opportunities to apply them in other courses and
throughout your career.

We have worked hard to produce a text that will be usetul to a large population
of students and instructors. We welcome comments, criticism, and suggestions.
Feel free to send us e-mail at ryates@winlab.rutgers.edu or dgoodman@poly.edu. In
addition, the website www.wiley.com/college/yates provides a variety of supple-
mental materials, including the MATLAB code used to produce the examples in the
text.

Roy D. Yates David J. Goodman
Rutgers, The State University of New Jersey New York University

September 27, 2013
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Experiments, Models,
and Probabilities

Getting Started with Probability

The title of this book is Probability and Stochastic Processes. We say and hear and
read the word probability and its relatives (possible, probable, probably) in many
contexts. Within the realm of applied mathematics, the meaning of probability is
a question that has occupied mathematicians, philosophers, scientists, and social
scientists for hundreds of years.

Everyone accepts that the probability of an event is a number between 0 and
1. Some people interpret probability as a physical property (like mass or volume
or temperature) that can be measured. This is tempting when we talk about the
probability that a coin fip will come up heads. This probability is closely related
to the nature of the coin. Fiddling around with the coin can alter the probability
of heads.

Another interpretation of probability relates to the knowledge that we have about
something. We might assign a low probability to the truth of the statement, [t is
raining now in Phoeniz, Arizona, becanse we know that Phoenix is in the desert.
However, our knowledge changes if we learn that it was raining an hour ago in
Phoenix. This knowledge would canse us to assign a higher probability to the
truth of the statement, It is raining now in Phoenizx.

Both views are useful when we apply probability theory to practical problems.
Whichever view we take, we will rely on the abstract mathematics of probability.
which consists of definitions, axioms, and inferences (theorems) that follow from
the axioms. While the structure of the subject conforms to principles of pure logic,
the terminology is not entirely abstract. Instead, it reflects the practical origins
of probability theory. which was developed to describe phenomena that cannot be
predicted with certainty. The point of view is different from the one we took when
we started studying physics. There we said that if we do the same thing in the
same way over and over again — send a space shuttle into orbit, for example
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the result will always be the same. To predict the result, we have to take account
of all relevant facts.

The mathematics of probability begins when the situation is so complex that we
just can’t replicate everything important exactly, like when we fabricate and test
an mtegrated circuit. In this case, repetitions of the same procedure yield different
results. The situation is not totally chaotic, however. While each outcome may
be unpredictable, there are consistent patterns to be observed when we repeat the
procedure a large number of times. Understanding these pattems helps engineers
establish test procedures to ensure that a factory meets quality objectives. In this
repeatable procedure (making and testing a chip) with unpredictable outcomes (the
quality of individual chips), the probability is a number between 0 and 1 that states
the proportion of times we expect a certain thing to happen. such as the proportion
of chips that pass a test.

As an introduction to probability and stochastic processes. this book serves three
PUrposes:

e It introduces students to the logic of probability theory.

e It helps students develop intuition into how the theory relates to practical
situations.

e [t teaches students how to apply probability theory to solving engineering
problems.

To exhibit the logic of the subject, we show clearly in the text three categories
of theoretical material: definitions. axioms, and theorems. Definitions establish
the logic of probability theory, and axioms are facts that we accept without proof.
Theorems are consequences that follow logically from definitions and axioms. Each
theorem has a proof that refers to definitions, axioms, and other theorems. Al-
though there are dozens of definitions and theorems, there are only three axioms
of probability theory. These three axioms are the foundation on which the entire
subject rests. To meet our goal of presenting the logic of the subject. we could
set out the material as dozens of definitions followed by three axioms followed by
dozens of theorems. Each theorem would be accompanied by a complete proof.

While rigorous, this approach would completely fail to meet our second aim of
conveying the intuition necessary to work on practical problems. To address this
goal, we augment the purely mathematical material with a large number of examples
of practical phenomena that can be analyzed by means of probability theory. We
also interleave definitions and theorems, presenting some theorems with complete
proofs, presenting others with partial proofs. and omitting some proofs altogether.
We find that most engineering students study probability with the aim of using it
to solve practical problems, and we cater mostly to this goal. We also encourage
students to take an interest in the logic of the subject — it is very elegant — and
we feel that the material presented is sufficient to enable these students to fill in
the gaps we have left in the proofs.

Therefore, as you read this book you will find a progression of definitions, axioms.
theorems, more definitions, and more theorems, all interleaved with examples and
comments designed to contribute to your understanding of the theory. We also
include brief quizzes that you should try to solve as you read the book. Each one
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This notation tells us to form a set by performing the operation to the left of the
vertical bar, |, on the numbers to the right of the bar. Therefore,

Cr=41.4.9.16. .35} . (1.4)
Some sets have an infinite number of elements. For example
b= 128 vfs (1.5)

The dots tell us to continne the sequence to the left of the dots. Since there is no
number to the right of the dots, we continue the sequence indefinitely, forming an
infinite set containing all perfect squares except 0. The definition of DD implies that
144 € D and 10 € D.

In addition to set inclusion. we also have the notion of a subset, which describes
a relationship between two sets. By definition, A is a subset of B if every member
of A is also a member of B. We use the symbol C to denote subset. Thus A C B
is mathematical notation for the statement “the set A is a subset of the set B.”
Using the definitions of sets C' and D in Equations (1.3) and (1.5), we observe that

G It
I = {all positive integers, negative integers, and 0} , (1.6)

it follows that C' C I, and D C 1.
The definition of set equality, A = B, is

A=Bifandonlyif B CA and A CB.

This is the mathematical way of stating that A and B are identical if and only if
every element of A is an element of B and every element of B is an element of A.
This definition implies that a set is unaffected by the order of the elements in a
definition. For example, {0.17,46} = {17.0.46} = {46.0,17} are all the same set.

To work with sets mathematically it is necessary to define a universal set. This
is the set of all things that we could possibly consider in a given context. In any
study. all set operations relate to the universal set for that study. The members of
the universal set include all of the elements of all of the sets in the study. We will
use the letter S to denote the universal set. For example, the universal set for A
could be S = {all universities in the United States, all planets}. The universal set
for C' could be S = I = {0.1.2,...}. By definition, every set is a subset of the
universal set. That is, for any set X, X C 5.

The null set, which is also important, may seem like it is not a set at all. By
definition it has no elements. The notation for the null set is @. By definition & is
a subset of every set. For any set A, @ C A.

B

r It is customary to refer to Venn diagrams to display
relationships among sets. By convention, the region
enclosed by the large rectangle is the universal set S.
Closed surfaces within this rectangle denote sets. A
Venn diagram depicting the relationship A C B is
shown on the left.
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When we do set algebra, we form new sets from existing sets. There are three oper-
ations for doing this: wunion. intersection, and complement. Union and intersection
combine two existing sets to produce a third set. The complement operation forms
a new set from one existing set. The notation and definitions follow.

AV B

/

AN B

The union of sets A and B is the set of all elements
that are either in A or in B, or in both. The union of
A and B is denoted by AU B. In this Venn diagram.
A U B is the complete shaded area. Formally.

reAUBifandonlyif x € A or x € B.

The set operation union corresponds to the logical
“or” operation.

The intersection of two sets A and B is the set of all
elements that are contained both in A and B. The
intersection is denoted by A N B. Another notation
for intersection is AB. Formally, the definition is

reANBifandonlyif r € A and 2 € B.

The set operation intersection corresponds to the log-
ical “and” function.

The complement of a set A, denoted by A€, is the set
of all elements in S that are not in A. The complement
of S is the null set @. Formally.

x € A€ if and only if x &€ A.

In working with probability we will often refer to two important properties of col-
lections of sets. Here are the definitions.

A collection of sets A4, ..., A,, is mutually exclusive if

and only if
A, NA; =8, o] (1.7)

The word disjoint is sometimes used as a synonym for
mutually exclusive.
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A collection of sets A1, ..., A, is collectively exhaustive
if and only if

AfiUAU---UA, = 5. (18)

In the definition of collectively exhaustive, we used the somewhat cumbersome no-
tation A1 UAs U---UJ A,, for the union of N sets. Just as Z:;l x; 1s a shorthand
tor 1 +a9+---+a,. we will use a shorthand for unions and intersections of n sets:

| JAi=A410A4U---UA,, (1.9)
g=1
(N 4i=A41n4:0---NA, (1.10)
=1

We will see that collections of sets that are both mutually exclusive and collec-
tively exhaustive are sufficiently useful to merit a definition.

A collection of sets Aq,.... A, 1s a partition if it is

both mutually exclusive and collectively exhaustive.

From the definition of set operations, we can derive many important relationships
between sets and other sets derived from them. One example is

AN B C A. (1.11)

To prove that this is true, it is necessary to show that if * € A M B, then it is also
true that x € A. A proof that two sets are equal, for example, X =Y . requires two
separate proofs: X C Y and Y C X. As we see in the following theorem, this can
be complicated to show.

Theorem 1.1

De Morgan’s law relates all three basic operations:

(AU B)¢ = A°N B*.

Proof There are two parts to the proof:

e Toshow (AUB)" C A“NB°, suppose r € (AUB)". That implies * € AU B. Hence,
x € Aand x € B, which together imply x € A® and x € B°. That is, z € A° N B".
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e Toshow A“NB° C (AUB)", suppose x € A“NB". In this case, x € A and x € B°.
Equivalently,z € A and * € B sothat r ¢ AU B. Hence,xz € (AU B)".

Example 1.1
Phonesmart offers customers two kinds of smart phones, Apricot (A) and Banana ( B).
It is possible to buy a Banana phone with an optional external battery E. Apricot
customers can buy a phone with an external battery ( £) or an extra memory card (C')
or both. Draw a Venn diagram that shows the relationship among the items A, B,C
and E available to Phonesmart customers.

Since each phone is either Apricot or Banana, A and B form a ,

0 . - _ . A B
partition. Since the external battery E' is available for both kinds of
phones, E intersects both A and B. However, since the memory E
card ' is available only to Apricot customers, ' C A. A Venn
diagram representing these facts is shown on the right.

Quiz 1.1

Gerlandas offers customers two kinds of pizza crust, Tuscan (7')

and Neapolitan (N). In addition, each pizza may have mush-
rooms (M) or onions (O) as described by the Venn diagram
at right. For the sets specified below, shade the corresponding
region of the Venn diagram.

(a) N (b) NUM
(¢) NNM (d) T° N M*

1.2 Applying Set Theory to Probability

Probability i1s based on a repeatable experiment that consists of
a procedure and observations. An outcome is an observation. An
event 18 a set of outcomes.

The mathematics we study is a branch of measure theory. Probability is a number
that describes a set. The higher the number, the more probability there is. In
this sense probability is like a quantity that measures a physical phenomenon; for
example, a weight or a temperature. However, it is not necessary to think about
probability in physical terms. We can do all the math abstractly. just as we defined
sets and set operations in the previous paragraphs without any reference to physical
phenomena.

Fortunately for engineers, the language of probability (including the word prob-
ability itself) makes us think of things that we experience. The basic model is a
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repeatable experiment. An experiment consists of a procedure and observations.
There is uncertainty in what will be observed: otherwise, performing the experiment
would be unnecessary. Some examples of experiments include

1. Flip a coin. Did it land with heads or tails tacing up?
2. Walk to a bus stop. How long do you wait for the arrival of a bus?
3. Give a lecture. How many students are seated in the fourth row?

4. Transmit one of a collection of waveforms over a channel. What waveform
arrives at the receiver?

Transmit one of a collection of waveforms over a channel. Which waveform
does the receiver identify as the transmitted waveform?

an

For the most part, we will analyze models of actual physical experiments. We
create models because real experiments generally are too complicated to analyze.
For example, to describe all of the factors affecting your waiting time at a bus stop.
you may consider

e The time of day. (Is it rush hour?)
e The speed of each car that passed by while you waited.

e The weight, horsepower, and gear ratios of each kind of bus used by the bus
company.

e The psychological profile and work schedule of each bus driver. (Some drivers
drive faster than others.)

e The status of all road construction within 100 miles of the bus stop.

It should be apparent that it would be difficult to analyze the effect of each of
these factors on the likelihood that you will wait less than five minutes for a bus.
Consequently. it is necessary to study a model of the experiment that captures the
important part of the actual physical experiment. Since we will focus on the model
of the experiment almost exclusively, we often will use the word ezperiment to refer
to the model of an experiment.

Example 1.2
An experiment consists of the following procedure, observation, and model:

e Procedure: Monitor activity at a Phonesmart store.

e Observation: Observe which type of phone (Apricot or Banana) the next customer
purchases.

e Model: Apricots and Bananas are equally likely. The result of each purchase is
unrelated to the results of previous purchases.

As we have said, an experiment consists of both a procedure and observations.
It is important to understand that two experiments with the same procedure but
with different observations are different experiments. For example, consider these
two experuments:
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Example 1.3
Monitor the Phonesmart store until three customers purchase phones. Observe the
sequence of Apricots and Bananas.

Example 1.4
Monitor the Phonesmart store until three customers purchase phones. Observe the
number of Apricots.

These two experiments have the same procedure: monitor the Phonesmart store
until three customers purchase phones. They are different experiments because they
require different observations. We will describe models of experiments in terms of a
set of possible experimental outcomes. In the context of probability, we give precise
meaning to the word outcome.

Definition 1.1 Outcome
An outcome of an experiment is any possible observation of that experiment.

Implicit in the definition of an outcome is the notion that each outcome is distin-
guishable from every other outcome. As a result, we define the universal set of all
possible outcomes. In probability terms. we call this universal set the sample space.

Definition 1.2 Sample Space
The sample space of an experiment is the finest-grain, mutually exclusive, collec-
tively exhaustive set of all possible outcomes.

The finest-grain property simply means that all possible distinguishable outcomes
are identified separately. The requirement that outcomes be mutually exclusive
says that if one outcome occurs, then no other outcome also occurs. For the set of
outcomes to be collectively exhaustive, every outcome of the experiment must be
in the sample space.

Example 1.5

e The sample space in Example 1.2 is.S = {a, b} where a is the outcome “Apricot
sold,” and b is the outcome “Banana sold.”

e [he sample space in Example 1.3 is

S = {aaa,aab,aba,abb,baa,bab,bba, bbb} (1.12)

e The sample space in Example 1.4 is S = {0, 1.2, 3}.

Example 1.6
Manufacture an integrated circuit and test it to determine whether it meets quality
objectives. The possible outcomes are “accepted” (a) and “rejected” (7). The sample
spaceis S = {a,r}.
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Set Algebra Probability
Set Event
Universal set Sample space
Element Outcome

Table 1.1 The terminology of set theory and probability.

In common speech, an event is something that occurs. In an experiment, we
may say that an event occurs when a certain phenomenon is observed. To define
an event mathematically. we must identify all outcomes for which the phenomenon
is observed. That is, for each ontcome, either the particular event occurs or it does
not. In probability terms. we define an event in terms of the outcomes in the sample
space.

Definition 1.3 Event
An event is a set of outcomes of an experiment.

Table 1.1 relates the terminology of probability to set theory. All of this may
seem so simple that it is boring. While this is true of the definitions themselves,
applyving them is a different matter. Defining the sample space and its outcomes
are key elements of the solution of any probability problem. A probability problem
arises from some practical situation that can be modeled as an experiment. To work
on the problem. it is necessary to define the experiment carefully and then derive
the sample space. Getting this right is a big step toward solving the problem.

Example 1.7

Suppose we roll a six-sided die and observe the number of dots on the side facing
upwards. We can label these outcomes i =1... .. 6 where i denotes the outcome that

i dots appear on the up face. The sample spaceis S = {1,2,...,6}. Each subset of
S 1s an event. Examples of events are

e The event £y = {Roll 4 or higher} = {4.5.6}.
e The event £ = {Therolliseven} = {2.4.6}.
e F35 = {Theroll is the square of an integer} = {1.4}.

Example 1.8

Observe the number of minutes a customer spends in the Phonesmart store. An out-
come 1" is a nonnegative real number. The sample spaceisS = {7'|T" > 0}. The event
“the customer stays longer than five minutes is {T'|T" > 5}.





