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Features of this Text 

Who will benefit from using this text? 

This text can be used iri J unior or Senior level courses in probability and stochastic 
processes. The mat liernatical exposition \vill appeal to students arid practitioners in 
rnan:y areas. The exarnples , qt1izzes, and problerns are typical of those encountered 
by practicirig electrical and computer engineers. Professionals iri the telecomrnuni­
catioris and vvireless industr}' vvill find it par t icularl}' useful. 

What's New? 

This text has beeri expanded \vith rie"'' irit roductory rnaterial: 

• Over 160 ne\v horne,vork problerris 

• New chapters ori Seq'uen,tial Trial.5, D erived Ran,dorn Variables and Coridi­
tion,al Probability Models. 

• MATLAB examples a.nd problerns give students hands-on access to tlieory and 
applications. Every chapter includes guidarice on ho"'' to use MATLA.B to 
perform calcl1lations and sirnl1lations relevant t o the subject of the chapter. 

• Advanced rnater ia.l online in Sigrial Processin,g arid Marko'u Chain,s supple­
rnents. 

Notable Features 

The Friendly Approach 
The friendly arid accessible vvrit ing st}rle gives students an intt1it ive feeling for 
the forrnal rnathematics. 

Quizzes and Homework !Problems 
An exterisi,re collection of in-chapter quizzes pro,rides checkpoints for read­
ers to gauge their understariding. Ht1ndreds of erid-of-chapter problerns are 
clearly rnarked as to their degree of difficulty from beginner t o expert . 

Student Companion Website www.wiley.com/ coll ege/yates 
Available for download: All MATLA.B rri-files in t he text , t he Q'uiz Solution,s 
Man,ual, a St,uden,t Solv.tion,s Man,11,al; t he Sigrial Processirig Supplernen,t, and 
the Marko'u Chairis Sv.pplernen,t. 

Instructor Support 

Instrt1ctors can register for the Iristrl1ctor Cornpanion Site at www.wi l ey.com/ 
coll ege/yates 

[ 



Probability and 
Stochastic Processes 

A Friendly Introduction 
for Electrical and Computer Engineers 

Th ird Edition 

Roy D. Yates 
R?J,tgers; The State Uriivers'ity of N e111 Jersey 

David J. Goodman 
Ne'llJ York Uriivers'ity 

WILEY 

[ 



V .P. & Execu tive Publish er 
Executive Editor 
Sponsoring Editor 
Project Edit or 
Production Editor 
Cover Designer 

Don Fowley 
Dan Sayre 
l\!Iary O 'Sullivan 
Ellen Keohane 
Eugenia Lee 
Samantha LoV\T 

This book vvas set in Con1puter lVIodern by the au thors using LATEX and prin ted and bound 
by RRDonnelley. The cover \Vas printed by JlRDonnelley. 

About the cover: The cover sho\vs a circun1horizontal arc. As noted in \:\Tikipedia, this is an 
ice-halo forn1ed by plate-shaped ice crystals in high level cirrus clouds. The misleading tern1 
"fire rainbow" is sometimes used to describe t his rare phenomenon , although it is neither a 
rainboV\T, nor related in any \vay to fire. 

This book is printed on acid-free paper. 9 

F ounded in 1807, John Wiley & Sons, Inc. has been a valued source of kno\vledge and 
understanding for more than 200 years, helping people around the \vorld meet t heir needs 
and fulfill t heir aspirations . Our con1pany is built on a foundation of principles that include 
responsibility to t he communit ies \\Te serve and vvhere vve live and \Vork. In 2008, vve 
launched a Corporate Cit izenship Init iative, a global effort to address the environn1ental, 
social, econon1ic, and ethical challenges we face in our business. Among t he issues \Ve are 
addressing are carbon impact, paper specifications and procurement, ethical conduct \vithin 
our business and among our vendors, and comn1unity and charitable support . F or more 
inforn1ation , please visit our website: WV\T\V.V\Tiley.con1/go/cit izenship. 

Copyright© 2014 John vViley & Sons, Inc. All rights reserved. No part of this publication n1ay be 
reproduced, stored in a retrieval system or t ransn1itted in any forn1 or by any means, electronic, 
mechanical, photocopying, recording, scanning or otherV\Tise, except i:ts pern1itted under 
Sections 107 or 108 of t he 1976 United States Copyright _A.ct, without eit her the prior \\Tritten 
permission of the Publisher , or a uthorization t hrough payn1ent of the appropriate p er-copy fee 
to the Copyright Clearance Center , Inc. 222 Rose\vood Drive, Danvers, l'v'.IA 01923, vvebsite WV\TVV 
.copyright .com. Requests to t he Publisher for permission should be addressed to the 
P ern1issions Depar tment, John vViley & Sons, Inc., 111 River Street, Hoboken , NJ 07030-
5774, (201)748-6011 , fax (201)748-6008, V\Tebsite http : //\vvvw.wil~y. con1/go/pern1issions . 

Evaluation copies are provided to qualified acaden1ics and professionals for revie\v purposes 
only, for use in their courses during the next a,caden1ic year. T hese copies are licensed and 
may not be sold or t ransferred to a t hird party. Upon completion of the revie\v period, 
please return the evaluation copy to vViley. Return instructions and a free of charge return 
mailing label are available at Vl.' \VvV.\viley.com/go/returnlabel. If you have chosen to adopt 
this textbook for use in your course, please accept this book as your complin1entary desk 
copy. Outside of the United States, please contact your local sales representative. 

ISBN 978-1-118-32456-1 

Printed in t he United States of _A.n1erica 

10 9 8 7 6 5 4 3 2 1 

[ 



T o Alissa, B rett, Dan1iel, Hannah, L eila, Milo, T heresa, 
T on1y, and Zach 

[ 



[ 



Preface 

Welcome to the third edition 

You are reading t he t liird edition of our t extbook. Altliough the fundarrientals of 
probability and stochastic processes liave not changed since -vve wrote the first ed i­
t ion, t lie v.rorld inside and ot1tside t1niversities is different now t lian it v.ras in 1998. 
Outside of academia, applications of probabilit:y t heory have expanded enorrriously 
iri the past 16 years. Think of the 20 billion+ Web searches eacli mont h and tlie bil­
lions of dail}' cornputerized stock excliange trarisactions, each based on probabilit}' 
rriodels, rriany of tlierri devised by electrical and corriputer erigirieers. 

Universit ies and secoridary schools, recognizing t lie ft1ndarnental importance of 
probability theory t o a wide range of subject a reas , are offering co11rses in t he sub­
ject t o yo11nger students thari the ones who studied probability 16 }'ears ago. At 
Rutgers, probabilit}' is riow a required course for Electrical and Corriputer Engi­
neering sopliorriores. 

vVe liave responded in severa l "''ays to t hese chariges a rid t o the st1ggestions of 
studerits and instrt1ct ors -vvho used tlie earlier edit ioris. Tlie first and second edit ions 
contain rriat eria.1 fo11nd iri postgraduate as well as advanced t1ndergrad11ate courses . 
By cont rast , t he printed a rid e-book versions of tliis t hird edit iori foc1is on the 
needs of llridergraduat es stud}ring probability for the first t irrie. T lie rriore advanced 
rriater ia l in tlie earlier editions, covering ra ridorri sign al processing and ]\/Iarkov 
chains, is available at t lie cornpanion "''ebsit e ( www.wil ey . com/ college/yates). 
T o prornote intt1ition into the practical applicat ioris of t lie rriatlierriatics, v.re have 
exparided t lie riurriber of examples and quizzes and horriev.rork problerris to about 
600, an increase of about 35 percen t compared to the second edition. ]\/Iariy of t lie 
exarriples are rnatlierriatica.1 exercises. Ot liers are questions tliat are sirriple versions 
of the ones encot1ntered by professiorials v.rorking ori practical applications . 

How the book is organized 

]\/Iot ivated by our teacliing experience, we have rearranged the seqt1ence iri -vvh icli 
"''e present t lie elementar:y rriat erial on probability rriodels, count irig rriethods, con­
ditional probability rriodels, and derived random variables. Iri this edition, the first 
chapter covers furidamentals, including axiorris and probability of events, and the 
second chapter covers counting rnethods and sequential experirrierits. As before, vie 
introduce discret e randorri var iables and continuot1s randorri variables in separate 
chapters. The subj ect of Chapter 5 is rrittltiple d iscret e a rid continuous random 
variables. The first and second editions preserit derived randorn ·variables arid con­
d itional raridorn variables in t lie int rodt1ctions t o discrete and cont inuous randorri 
variables. In this third editiori, derived randorn variables and coriditional randorri 
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variables appear in their ovvn chapters> v.rliich cover botli discret e and corit int1ous 
randorri ·variables. 

Cliapter 8 introdt1ces r andom vectors. It exterids the rnateri al on rnttlt iple ran­
dorri ·variables in Chapter 5 arid relies on principles of linear algebra to derive 
propert ies of randorri ·vectors that are useful in real-world data analysis and sim11la­
t ions. Chapter 12 on est imation relies on t lie properties of random vectors derived 
in Chapter 8. Chapters 9 through 12 cover st1bject s rele·vant to data analysis in­
cluding Gaussian approxirnat ions based on the central lirnit theorem > estirnates of 
rnodel parameters, liypothesis t esting, and estirnatiori of randorn ·variables. Chap­
t er 13 introduces stochast ic processes in t lie context of the probabilit}' rnodel t hat 
guides the entire book: an experirrierit consisting of a procedt1re and obser vations. 

E ach of the 92 sections of the 13 chapters ends wit h a quiz. B}' workirig on 
the quiz and checking the solution at the book's vvebsit e, st11dents will get qt1ick 
feedback on how v.rell the}' liave grasped t lie rriat erial in each sect ion. 

vVe think that 60- 80% (7 to 10 chapters) of t he book vvould fit into a orie serriester 
t1ndergraduate cot1rse for begirining students in probability. \Ve anticipate that all 
courses will cover the first five cliapters> arid tliat instructors vvill select the rerriain­
ing cot1rse conterit based on t lie needs of their students. The "roadrnap'> ori page ix 
displays t lie thirteen chapter tit les and s11ggests a few possible uridergradt1at e syl­
labi. 

The Signal P rocessing Supplernerit (SPS) and Markov Chains Supplernent (1!lCS) 
are the firial cliapters of t lie third edition. Tliey are now available at t he book's 
vvebsite. They coritain postgraduate-level rnaterial. \Ve, and colleagues at other t1ni­
versit ies> ha\re used tliese tvvo chapters in gradt1ate courses that rnove very quickly 
through the earl}' chapters to revievv rnater ial alread}' farniliar t o students arid to 
fi ll in gaps in learning of d iverse postgraduate populat ions. 

What is distinctive about this book? 

• Tlie erit ire t ext adheres to a single rnodel t hat begins witli an experirrient 
consisting of a proced11re and observatioris . 

• The rnathematical logic is apparent to readers . Every fact is identified clearl}' 
as a definition, an axiorri, or a theorem . There is an explanation, in sirnple 
English > of t he int11it iori behirid every concept v.rhen it first appears in t he 
t ext. 

• The rnathernatics of discret e randorn variables is int rodt1ced separat ely from 
the rnatlierriatics of contint1011s randorri variables. 

• Stochastic processes and st atist ical iriference fit cornfortabl}' vvithiri t he 11ni­
fyirig rriodel of t lie text . 

• An abundarice of exercises puts the theory to t1se. N e \ fV ideas are augmented 
vvith detailed solutions of nurrierical examples. 

• Each section begiris v.rith a brief st aternerit of the irnportant coricepts intro­
duced iri t he section and concludes vvit h a sirnple quiz to help students gauge 
their grasp of the rie"'' material. 
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FUNDAMENTALS 
1. Experiments, models, probabilities 
2. Sequential experiments 
3. Discrete random variab les 
4. Continuous random variables 
5. Multip le random variables 
6. Derived random variables 
7. Conditional probability models -

DAT A ANAL YIS 
9. Sums of random 

variables 

FUNCTIONS OF TIME 
8. Random vectors 

12. Estimation 
10. The sample mean 13. Stochastic processes 

DECISION MAKING 
8. Random vectors 

11. Hypothesis testing 

SIGNAL PROCESSING 
SUPPLEMENT 

MARKOV CHAI NS 
SUPPLEMENT 

A road map for the text. 

• Each problern at the end of a chapter is labeled vvith a reference to a section in 
the chapter and a degree of difficulty ranging frorr1 "easy" to "experts or1ly.'' 
For exarnple P roblem 3.4.5 requires material from Section 3.4 but not frorn 
later sections . Each problem also has a label that reflects ot1r estimate of 
degree of difficulty. Skiers "'rill recogr1ize the follovving syrnbols: 

11oderate Diffictllt t Experts Or1ly 

Every ski area emphasizes that t:hese designatior1s are relative to the trails 
at that area. Simila,r ly, the difficulty of our problems is relative to the other 
problerr1s in this text. 

• There is considerable st1pport on the World \N'ide Web for students and ir1-
structors, ir1cludir1g MATLAB programs and solutions to the quizzes and prob­
lerns. 

Further Reading 

Libraries and bookstores contain ar1 endless collection of textbooks at all levels co\r­
ering the topics presented in this textbook. We know of two in comic book forrr1at 
[GS93 , PosOl]. The reference list or1 page 489 is a brief sarr1pling of books that 
can add breadth or depth to the rr1at erial ir1 t11is t ext. 11Iost books on probability, 
statistics, stochastic processes, and randorr1 sigr1al processing contain exposit ions of 

[ 



x PREFACE 

the basic principles of probability and randorn ·variables , covered in Chapters 1- 5. 
Iri advanced texts, tliese exposit ioris serve mairily t o est ablish notation for rriore 
specialized topics . [LGl l ] and [Gub06] share our foct1s on electrical and corriputer 
engineering applications. [BT08] , [Ros12] and [Dra67) and introduce the funda­
rrientals of probability and randorn variables to a gerieral audience of students vvith 
a calcl1lus background. [KMT12] is a compreherisi·ve graduate le·vel t extbook v.rith 
a thorough presentatiori of fundarnentals of probability, stochastic processes , and 
data, analysis . It uses the basic theory to develop tecliniques including h idden 
l\/Iarkov rnodels, quet1ing t heory, and macliine learning used in many practical ap­
plications. [Bil12] is rriore advanced mathernatically; it presents probability as a 
brancli of measm·e theory. [MRl O] and [S1![M10] iritroduce probability theory in 
the context of data anal:ysis . [Dav lO] and [HLl 1] are beginners' introductions to 
MATLAB . [Ber98] is in a class b:y itself. It preserits the coricept s of probability frorri 
a historical perspecti·ve, focusing on the lives arid coritributioris of rnat herriaticians 
and others vvho stimulated rriajor advances iri probability and statistics arid their 
application in variOllS fields including psychology, econorriics, government policy, 
and risk managerrient . 

Acknowledgments 

We are grateful for assista.nce arid suggestions from rriariy sources including our stu­
dents at Rutgers and New York ·u niversities, iristructors "''ho adopted the pre·vious 
editions, revievvers, and the vViley tearn. 

At ·\i\Tiley, vie are pleased to ackriowledge the ericom·agement and entliusiasrn 
of our executive editor D aniel Sayre and t he support of sponsoring editor l\/Iary 
O 'Sullivan, project editor Ellen Keohane, production editor Eugenia Lee, and cover 
designer Sarriantlia LoV\r. 

vVe also convey special thanks to Ivari Seskar of vVINLAB at Rl1tgers University 
for exercising his magic to rriake the \ i\TINLAB corriputers particularly hospitable 
to the electroriic versioris of t lie book and to the Sllpporting material on t he \ i\T orld 
vVide vVeb. 

Tlie organization and content of t lie second edition has benefited considerably 
frorri the input of man}' fa.cult}' colleagt1es includirig Alhl1ssein Abouzeid at Rens­
selaer Polytechnic Institt1te, Krishna Arora at F lorida State University, Frarik 
Candocia at Florida Iriternational Urii·versity, Robin Carr at Drexel ·u riiversit}r, 
Keith Chugg at USC, Cliarles Doeririg at University of 11.Iicliigan, Roger Green 
at N ortli Dakota State U niversity, ·vVitold Krzymien at University of Alberta, 
Edl Scharniloglt1 at Universit y of New l\/Iexico, Arthtu· David Snider at Univer­
sity of South F lorida, Jur1shari Zliang at Arizoria State Universit}r, and colleagt1es 
Narayan l\/Ianda}rarri, Leo Razurriov, Christopher Rose, Predrag Spasojevic, and 
vVade Trappe at Rutgers. 

Uriiql1e arriong our teacliirig assistarits, Dave Farnola ri took t he course as an 
t1ndergradl1ate. Later as a. teacliing assistarit , lie did an excellent job V\rriting home­
"''ork soll1tions v.rith a t utorial flavor. Other gradt1ate stt1dents who provided valt1-
able feedback and suggestions on tlie first edition include Ricki Abboudi , Zheng 

[ 



PREFACE x1 

Cai, Pi-Chun C11er1 , Sorab11 Gupta , Va.he Hagopian , Arnar }/lahboob, l vana J\/{aric, 
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pt1blisher by D.L. Clark at California State Polytechnic ·u r1iversit y at Pornor1a , 
JVIark Clements at Georgia T ech , Gust a:vo de Veciana at the Ur1i·versity of T exas at 
Austin, Fred Fontaine at Cooper U r1ion, Rob Fro11ne at vValla .\iV alla College, C11ris 
Genovese at Carr1egie Mellon, Simon Ha:ykin at J\!{cJVIast er , and Ratnesh Kurr1ar at 
the University of Kentucky. 
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of our t eac11ers and rr1en t ors vvho conve}red to us "'' lien \Ve were st11dents the im­
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Science and T echr1olog}' · 

A Message to Students from the Authors 

A lot of students find it r1ard to do \veil in this course. We t hir1k t11ere a re a fe"'' 
reasons for this difficult}'· One reason is that sorne p eople find the cor1cepts 11ard 
to use and understand. Many of thern a re successful in ot her courses but find 
the ideas of probabilit}' difficult t o grasp. Usually these students recognize that 
learning probabilit}' theory is a struggle, and rr1ost of therr1 work hard enough to do 
"''ell. HoV\rever , they find thernsel\res putting in rnore effort t 11an in other courses t o 
ac11ieve sirnilar results. 

Ot her people have t he opposit e problerri. The \vork looks eaS}' to them , and 
they underst and everything they hear in class and read in t11e book. There are 
good reasons for assurr1ir1g this is easy rr1at erial. There are very fe"'' basic concep ts 
to absorb . The terrrrinology (like t11e word probability), in rr1ost cases, contair1s 
farr1iliar \vords. W ith a fevv except ions , the rr1athernatical rr1an ipulations are not 
corr1plex. You can go a long \Va}' sol\ring problerr1s with a four-f\1nction calculator. 

For rr1any people, this a.pparent sirr1plicity is dangerousl}' rnisleading because it 
is very tricky to apply t he math t o specific problerr1s . A fe\v of } ' OU vvill see things 
clea.rly er1ough to do eve:ryt11ing right t he first t irr1e. Hov.rever , rr1ost people who 
do v.rell in probability need t o practice wit h a lot of exa rr1ples to get corr1fortable 
"'' ith the vvork and to reall}' t1r1derstand what the subject is about. St uder1t s ir1 
this course end tlp like elernentary sc11ool children vvho do vvell vvit h multiplicat ion 
t ables and long division b t1t borr1b 011t on word problerr1s. The 11ard par t is fig11rir1g 
011t \vhat to do "'' it h t11e n1rrr1bers, not actua lly doir1g it . Most of t he work in this 
co11rse is that v.ray, and t11e only \vay to do well is to practice a lot . Taking t he 
rr1idterrr1 and fir1al are similar to rur1r1ing in a five-rr1ile race. J\!{ost people can do it 
in a respectable tirne , provided the}' t rain for it. Sorr1e people look at t 11e runners 
"''ho do it and say, "I 'rn a.s strong as they are . I 'll just go out there and join in." 
vVithout the t rainir1g , rr1ost of t11err1 are exhat1sted and walking after a rr1ile or tv.ro. 

So , 011r advice to students is , if this looks really weird t o you, keep working at 
it . Yot1 will probably cat c11 on. If it looks really simple , don 't get too corr1placent. 
It rr1ay be harder t han you t hirik. Get into t he 11abit of doing t 11e q11izzes and 
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problerris , and if }' Oll dori 't answer all the quiz qt1est ions correctl}' , go over them 
t1nt il } ' OU underst and eac11 one. 

vVe can 't resist corrirnenting on the role of probability and stochastic processes 
in ot1r careers . The theoretical material covered in this book has helped bot h of 
us devise ne\v corrirnunicat ion t ecliriiques arid improve the operation of practical 
syst erns. '\'/Ve hope you fir1d t he subject intririsicall}' iriteresting. If you rriast er the 
basic ideas , }' Oll will have many opport uriit ies to apply thern in other courses arid 
throughout yol1r career. 

We ha·ve worked hard t o produce a text that "''ill be useful to a large population 
of students and instructors . We "''elcorne comrrierits, cr iticism, and suggestioris . 
Feel free to send llS e-rriail at ryates@111irdab. r~u,tgers. edv, or dgoodrna,n,@poly. edv,. Iri 
addition, tlie "''ebsite www . wi ley.com/ col lege/yates provides a variet}' of st1pple­
rriental rriaterials, includir1g the MATLAB code used to produce t lie examples in t he 
t ext. 

Roy D. Yates 
R utgers1 The State University of Ne111 Jersey 

Se1Jtem,ber 27, 2013 

Da·vid J. Goodman 
Ne111 York University 
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Experiments, Models, 
and Probabilities 

Getting Started with Probability 

The t it le of this book is Probab'ility arid Stochastic Processes. We say arid 11ear and 
read t he -vvord probability and its relatives (possible; probable; probably) in rnan}' 
contexts. ·vVit11in t he realrn of applied rr1athematics, t he rneaning of probability is 
a question t hat has occl1pied rnathernaticians, philosophers, scient ists, and social 
scient ists for hundreds of years. 

Everyone accepts t hat the probabilit}' of an e·ver1t is a nurnber between 0 and 
1. Sorr1e people interpret probability as a physical property (like mass or volume 
or t ernperat tu·e) t 11at ca.r1 be rr1easl1red. This is t err1pt ir1g v.rhen \'Ve talk abotlt t he 
probability that a coin flip v.rill corne tlp heads. This probabilit}r is closely relat ed 
to t11e nature of t11e coin. Fiddlir1g around '\A.Tith t he coir1 can alter t he probabilit}r 
of heads. 

Another ir1terpretation of proba.bilit}' relat es to t he knowledge t hat we have abol1t 
sornethir1g. We rnight assig11 a low probability t o t he trt1t h of the stat ernent, It is 
rain,in,g n,ovJ 'iri Phoeriii;; A rizon,a, because '\Ve kno'\v t hat Phoer1ix is in t he deser t . 
However , our kno-vvledge changes if we learn that it was ra ir1ing an hot1r a.go in 
P 11oer1ix. This knowledge '\vould cause us to assign a higher probability t o t he 
t rut h of t he stat ernent , It is rainin,g r1,ov1 in, Phoen,ix. 

Both vie'\vs a re useft1l w11en '\Ve apply probability t heory t o practical problems. 
VV11ichever vieV\r '\A.Te t ake, V\Te V\Till rel}r Oil t he abstract rr1athematiCS Of probability, 
"''hich consists of definitions, axiorns , and ir1ferer1ces ( t heorerns) t hat follow frorn 
t he axiorns. W hile t 11e structt1re of the Sl1bject conforms t o principles of pt1re logic, 
t he terrr1inology is not er1t irely abstract . Inst ea,d , it reflects the practical origins 
of probability t heory, which '\vas developed t o describe phenomena that cannot be 
predicted wit h cer tair1ty. The point of view is different frorr1 t 11e one -vve t ook '\vl1en 
"''e started studying physics . There we said t hat if '\Ve do t he sarr1e t hing in t he 
sarr1e '\vay over and O\rer again - send a space sht1t tle ir1to orbit, for exarr1ple -

1 
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2 CHAPTER 1 EXPERIMENTS, MODELS, AND PROBABILITIES 

the result will always be t he same. To predict the rest1lt , -vve have to t ake account 
of all relevant fact s. 

T lie rriathematics of probabilit.Y begiris when the sit uat ion is so cornplex t liat we 
just can 't replicate everything irnportant exactl}', like when vie fabricate and t est 
an iritegrat ed circ11it . In t liis case, repetit ions of the sarne procedure yield different 
res11lts. The situation is not totally chaotic, ho\vever. W liile each outcorrie rriay 
be unpredict able, t here are consist ent patterns to be observed -vvhen "''e repeat t he 
procedure a large nurriber of tirries. Understariding these patterns helps engineers 
est ablish t est procedures to erisure t hat a factory meet s quality objecti·ves . Iri t his 
repeatable procedure ( rnaking and testing a chip) "''ith llnpredictable outcornes (the 
quality of indi·vidual chips), the probability is a number bet -vveeri 0 arid 1 that st at es 
the proport iori of t irnes \ Ve expect a cer tairi thing to happen , such as t he proport ion 
of chips that pass a t est . 

As an introd11ction to probabilit}' and stochastic processes, tliis book serves tliree 
p11rposes: 

• It int rod11ces stt1dents to t lie logic of probability t heory. 

• It lielps st t1dents develop irit uition into ho\v tlie theory relat es to practical 
situat ions. 

• It t eaches students ho-vv to apply probability t heory to solving erigirieering 
problems. 

To exliibit tlie logic of t he subject , -vve slio\v clearly in t he t ext three categories 
of t lieoretical material: definitions, axiorns, and t heorerris. Definit ions est ablish 
the logic of probabilit y t heor}', a rid axiorris are facts that -vve accept wit hot1t proof. 
Theorerns are coriseqt1ences t liat follow logically from definitions arid axiorris. Each 
theorern lias a proof tliat refers t o definitions, axiorns, and ot her tlieorerns. Al­
though there are dozens of defiriit ions and theorems , t liere are only three axioms 
of probability theory. These t hree axioms are the fo11ndatiori on "''hich the entire 
subj ect rest s. To rrieet our goal of presenting the logic of the s11bject , -vve could 
set out t lie rnaterial as dozens of definit ions folloV\red by three axiorns followed by 
dozens of t heorerns. Each theorern \vould be accompanied by a complete proof. 

W hile rigorous, this approacli would cornpletel}' fa il to meet our second airn of 
conveying the irit uit ion necessar}' t o work on practical problerns. To address this 
goal, we augrnent the purely rnat1iernat ica1 rriaterial -vvith a large number of exarnples 
of practical pheriomena t riat can be anal}rzed b}' means of probability theory. We 
also interleave definit ions arid theorerns, presenting sorne t heorerns wit li complete 
proofs, presenting others -vvit h partial proofs, and omitting sorne proofs altogether. 
vVe find t hat most engirieering stt1dents stt1dy probability "''it h t he airn of llSing it 
to sol-ve practical problerns , arid we cater rnostly to this goal. \N"e a lso enco1rrage 
students to take an interest in t lie logic of the subject - it is ·very elegant - arid 
"''e feel t liat t lie rnaterial presented is st1fficient to enable these students to fill in 
the gaps we ha;ve left in the proofs . 

Therefore, as } ' OU read t his book you will find a progression of defiriit ions, axiorris, 
theorerns , more definit ior1s , and rriore t lieorerris, all interlea:ved wit li exarnples and 
comments desigried to contrib11 te to yot1r underst anding of t he t heory. ·\N"e a lso 
inclt1de brief qt1izzes that you shot1ld try to sol-ve as you read the book. Each one 
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4 CHAPTER 1 EXPERIMENTS, MODELS, AND PROBABILITIES 

This riotation tells us to form a set by perforrriing tlie operat ion to t lie left of the 
vertical bar , I, on t he nl1mbers to t he right of the bar. T herefore, 

C = {1, 4, 9, 16, 25} . (1.4) 

Sorne set s have an infinite number of elements. For exarriple 

D = { ::c 2 l ~r; = 1, 2, 3, .. . } . (1.5) 

The dot s tell us to cont in ue t he sequence to t he left of t he dots . Sirice t here is no 
ntlrriber t o tlie r ight of t he dots , -vve cont inue the sequence indefinitely, forrning an 
infinite set containing all perfect squares except 0. The definit ion of D implies that 
144 ED arid 10 tj D . 

In addit ion to set inclusion , we also ha;ve t he notion of a S?J,bset , -vvhich describes 
a relationship bet -vveeri t -vvo sets . B}' definit ion , A is a subset of B if every rnernber 
of A is also a rnerriber of B. '\Ve use t he syrribol c t o denote Sl1bset . Tlius A c B 
is rnatliernatical not ation for t he st aternerit "the set A is a subset of the set B ." 
Using the defiriit ions of sets C and D in Equat ions (1.3) and (1.5) , we observe t hat 
C c D. If 

I = {all positive integers, riegati·ve integers, and 0} , (1.6) 

it follows that C c I , and D c I . 
The defiriit ion of set eql1ality, A = B , is 

A = B if and onl}' if B C A arid A C B. 

This is t he rnathernatica.l \vay of st ating that A and B are ident ical if and orily if 
every elernent of A is an element of B and every elernent of B is ari element of A . 
This definit ion implies t h at a set is unaffected b}' tlie order of the elerrierits in a 
definition. For exarnple, {O, 17, 46} = {17, 0, 46} = {46, 0, 17} are all t he same set. 

To -vvork -vvith set s matlierriat ically it is necessary to defi rie a v,n,iversal set. This 
is the set of all t hings t hat -vve coltld possibly consider in a giveri context . In an}' 
study , all set operations relate to the 11riiversal set for t liat stud}' · The rnernbers of 
the urii versal set include all of the elemeri ts of all of the set s iri the study . \¥ e "'' ill 
use t he letter S t o denote the universal set . For exarriple, the universal set for A 
cotlld be S = {all universities in the ·u nited States , all planets} . Tlie uriiversal set 
for C could be S = I = { 0, 1, 2, ... }. B}' defin ition, every set is a subset of t he 
universal set . T hat is, for any set X , X c S. 

The n,ull set , which is also irriportarit, ma}' seem like it is not a set at all. By 
definit ion it has no elernerits . Tlie notation for tlie null set is 0 . By definition 0 is 
a subset of e\rer}' set. For an}' set A, 0 c A . 

A It is customary to refer to Venn diagrams to displa}' 
relationslrips arnong sets . By cori\rention, t lie region 
enclosed by t he large rectangle is the uriiversal set S . 
Closed surfaces \vitliin t h is rectarigle denote sets . A 
Venn diagrarri depicting the relat ionsmp A c B is 
sho-vvn on the left. 
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1.1 SET THEORY 5 

vVhen we do set algebra , v..re forrr1 ne\v set s from existir1g sets . There are t hree oper­
ations for doing t his: 7J,Tl,io'TI,, i'Tl,tersect'ion,, and cornplerne'Tl,t. Union and intersection 
cornbir1e tvvo existing sets to produce a third set. The complement operation forms 
a ne\v set frorn or1e existir1g set . The notation and definitions follovv. 

AUB 

I 

AnB 

I 

A 

The 'un,ion, of sets A and B is t:he set of all elerr1en ts 
that are eit11er in A or ir1 B , or in both. The unior1 of 
A arid B is denoted by A U B. In this Venr1 diagrarn, 
A U B is the corr1plete shaded area. Forrr1ally, 

;i; E A U B if and or1l}' if x E A or ;i; E B. 

The set operation union corresponds t o t he logical 
"or" operation. 

The i'Tl,tersectio'TI, of t \vo sets A arid B is the set of all 
elements that are contained bot11 in A arid B. The 
intersection is der1oted b}T A n B. Another notatior1 
for intersection is AB. Forrnally, the definition is 

x E A n B if and on ly if x E A and ;i; E B. 

The set operation intersection corresponds to the log­
ical "arid" f\1nction. 

The cornplerne'Tl,t of a set A , denoted b}' A c, is the set 
of all elerr1ents in S t11at are not in A. The corr1plernent 
of S is t he r1 ull set 0 . Formally, 

x EA c if and only if ;i; tj A. 

Ir1 vvorking \vit h probability "''e \vill often refer to t vvo irnportant properties of col­
lectior1s of sets . Here are t11e definitions . 

A 

B 

A collection of set s A 1 , ... , A n is rnut11,ally ex;cl1J,sive if 
and only if 

A,i n A.i = 0, (1. 7) 

The vvord d'isjrxirit is sometirnes used as a synonyrn for 
mutually exclusive. 
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6 CHAPTER 1 EXPERIMENTS, MODELS, AND PROBABILITIES 

A1 A2 

A collection of set s A1 , ... , A n is collectively eJ;haustive 
if and only if 

(1.8) 

Ir1 the defir1it ion of collect ively eJ}ia'ustive , v..re used t11e sorr1e\vhat curr1bersorne no­
t ation A1 U A2 U · · · U An for t he t1nion of J\T sets. Just as 2=:1

' 1 x ,i is a short11and 
for x 1 + x 2 +··· +1;n, we will use a s11orthand for l1r1ions and intersections of n, sets: 

n 

LJ Ai = A1 U A2 U · · · U An, 
'i= l 

n n Ai = A1 n A2 n · · · n An· 
i=l 

(1.9) 

(1.10) 

We \vill see that collections of sets that are bot11 rr1ut11all}' exclusive and collec­
tively exhaustive are sufficiently useft1l to rr1erit a definitiori. 

A collection of set s A 1 , ... , An is a partiti on, if it is 
both rr1t1tually exclusive and collectivel}' exhaustive. 

Frorn the definition of set operatior1s, we can derive rr1any irr1portant relationships 
betvveer1 sets and ot her sets deri·ved frorr1 thern. One exarnple is 

A n B c A. (1.11) 

To prove that t l1is is t rue , it is necessary t o sho\v t hat if ;i; EA n B , t her1 it is also 
true that x EA. A proof t 11at tv..ro set s are eq11al, for exarnple , X = Y , req11ires tvvo 
separat e proofs : X c Y and Y c X. As we see in t he followir1g t11eorem , t11is can 
be corr1plicat ed t o s11ovv. 

==~Theorem 1.1=== 
De M orga'n 's la'tlJ relat es all three basic operatioris: 

Proof There are two parts to t he proof: 

• To show (A U B )c C A cn B c, suppose x E (A U B )c . That implies x ti A U E. Hence, 
::e ti A and x ti B , v;,rhich toget her imply ::e E A c and ::e E B e. That is, x E _4c n B e. 
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1.2 APPLYING SET THEORY TO PROBABILITY 7 

• To sho'v A cnBc C (-4 UB)c, suppose x E A cn B c. In this case, x E Ac and x E B e. 
Equivalently, ::i; ti A and x ti B so that x ti A U B. Hence, x E (A U B)c. 

===- Example 1.li._..=== 
Phonesmart offers customers two kinds of smart phones, Apricot (A) and Banana (B) . 
It is possible to buy a Bana na phone with an optiona l externa l battery E. A pricot 
customers can buy a phone with an externa l batte ry (E) or an extra memory card (C) 
or both . Draw a Venn diagram that shows the re lat ionshi p among the items A ,B,C 
and E ava ila ble to Phonesmart customers. 

Since each phone is either Ap ricot or Banana, A and B form a 
pa rtit ion . Since the external battery E is ava ilable for both kinds of 
phones, E intersects both A and B . However, since the memory 
card C is available only to Apricot customers, C C A. A Venn 
diagram representing these facts is shown on the right . 

Quiz 1.1.------
Gerlandas offers custorners tv.ro kir1ds of pizza crust, T uscan (T) 
and Neapolitan (N) . In a,ddition, each pizza rnay have rnush­
roorr1s (M) or onior1s (0') as described by the Venr1 diagram 
at right. For the sets specified belovv, shade the corresponding 
regior1 of t11e ·v enn diagram. 

(a) N 

(c) J\Tn M 

1.2 Applying Set Theory to Probability 

(b) N u J\!f 

(d) T C n ]VJC 

A 

--r 

Probabilit:y is based on a repeatable experiment that cor1sists of 
a procedt1re and observations. An ov,tcorne is an observation. Ari 
event is a set of outcornes. 

B 

The mathernatics vve st11dy is a branch of measure t11eor:y. Probability is a n11mber 
that describes a set. T11e higher the nurr1ber , the rnore probability there is. Ir1 
this sense probability is like a quantity that rneast1res a physical phenomenor1; for 
exarr1ple, a vveight or a terr1perature. Ho,;ve·ver, it is not necessary to think abo11t 
probabilit}' in physical t errns . "\N'e can do all the rnath abstractly, just as we defir1ed 
sets and set operations in t11e pre·vious paragraphs witl1ot1t any reference to physical 
phenornena. 

Fort11natel}' for er1gir1eers, the lar1gt1age of probability (including the word prob­
ability itself) rnakes t1s t11ink of things t11at we experience. T11e basic rr1odel is a 
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8 CHAPTER 1 EXPERIMENTS, MODELS, AND PROBABILITIES 

repeatable ex;perirnen,t. A ri experirnent consists of a procedv,re and observation,s . 
There is uncertairity in vvliat vvill be observed; ot hervvise, performirig t he experirrient 
vvould be t1nnecessary. Sorne examples of experirrierits iricll1de 

1. Flip a coin. Did it land \vith heads or t ails facing up? 

2. Walk t o a bus st op. Ho"'' long do you wait for t he arrival of a bus? 

3. Give a lectl1re. How many students are seat ed in t he fourt h row? 

4. Transmit one of a collection of v.raveforrns over a charinel. '\i\That v.raveform 
arri\res at the recei\rer? 

5. Transmit orie of a collection of vvaveforrris over a chanriel. W hich waveforrri 
does the recei,rer iderit ify as the t ransrriitted waveform? 

For the rnost part, we "'' ill anal}rze rnodels of actual physical experirnerits. '\i\Te 
creat e rnodels because rea1 experirrierits generally are too cornplicated t o anal}rze. 
For exarriple , to describe all of t lie factors affecting your wait irig t irrie at a bus stop , 
yot1 rna}' consider 

• The time of day. (Is it rush liol1r?) 

• The speed of each ca,r t hat passed b}' while you vvaited. 

• The weight, horsepovver , and gear ratios of eacli kirid of bus l1sed by t he bus 
corripan}' · 

• T lie psychological profile arid vvork scliedtlle of each bt1s driver. (Sorrie dri\rers 
drive faster than ot riers .) 

• The statt1s of all roa,d construction wit hin 100 rriiles of the bus stop. 

It shol1ld be apparerit t liat it vvot1ld be difficl1lt t o analyze the effect of eacli of 
these factors on the likelihood t hat you v.rill "''ait less t han five rninutes for a bus . 
Consequent ly, it is necessa,r}' t o study a rnodel of t he experirrierit t hat capt11res the 
important part of the actual physical experirrien t . Since "''e "'' ill focus ori t he model 
of the experiment alrnost excll1sively, we often will l1se t lie word experirnen,t t o refer 
to t he rnodel of an experirnent. 

Example 1.2 
An experiment consists of the following procedure, observation, and model: 

• Procedure: Monitor activity at a Phonesmart store . 

• Observation: Observe which type of phone (Apricot or Banana) the next customer 
purchases. 

• Model: Apricots and Bananas are equa ll y likely. The result of each purchase is 
unrelated to the resu Its of previous purchases. 

As ·vie have said , an experiment consist s of both a procedure and observations. 
It is irnportant t o underst and t liat two experirrients v.rith the sarrie procedure but 
"'' ith different observations are different experirrients . For example, consider t hese 
t vvo experirnents: 

[ 



1.2 APPLYING SET THEORY TO PROBABILITY 9 

Example 1.J,---=== 
Monitor the Phonesmart store until three customers purchase phones. Observe the 

sequence of Apricots and Bananas. 

Example 1.4:---== 
Monitor the Phonesmart store until three customers purchase phones. Observe the 
number of Apricots . 

These two experirr1er1ts have t11e sa.rr1e procedure: rnor1itor t11e P hor1esrnart store 
until t11ree custorr1ers purchase phor1es. They a.re different experirner1ts because the:y 
require difl'erer1t observations. ·vv e will describe models of experiments in terrr1s of a 
set of possible experimental outcorr1es. In the context of probability, -vve gi·ve precise 
rneanir1g to the -vvord outcorne. 

Definition 1.1== Outcome 
An, outcome of an, experirnen,t is an,y JJossible obser1;ation, of that experirnen,t. 

Irr1plicit in the definition of an outcorne is the notion that each outcome is distin­
guis11able frorn every ot11er Ol1tcome. As a result, vie defir1e the universal set of a ll 
possible outcornes. In probability terrns , -vve call this l1r1i·versal set t11e sarnple space. 

Definition 1.2 Sample Space 
The sample space of an, experirnen,t is the fi'nest-grain,7 rnutv,ally exclv,sive7 collec­
tively ex;haust'ive set of all possible outcornes. 

The fin,est-grain, property sirr1pl}' mear1s that all possible distir1gl1ishable outcornes 
are ident ified separately. T he requirement that 011tcornes be rr1utually exclusive 
sa}'S that if or1e outcome occurs, then no other Ol1tcorne also occurs. For t11e set of 
out cornes to be collectivel}' exhaustive, every ot1tcorr1e of the experiment mt1st be 
in the sarnple space. 

===- Example 1.5,--=== 

• T he sample space in Example 1.2 is S = {a, b} where a is the outcome "Apricot 
sold, " and b is the outcome "Banana sold." 

• T he sample space in Example 1.3 is 

S = { aaa, aab, aba, abb, baa, bab , bba , bbb} (1 .12) 

• T he sample space in Example 1.4 is S = {O, 1, 2, 3}. 

Example 1.6 
Manufactu re an integrated circuit and test it to determine w hether it meets quality 
objectives. T he possib le outcomes a re "accepted" (a) and "rejected" (r) . T he sa m pie 

space is S = {a , r}. 
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10 CHAPTER 1 EXPERIMENTS, MODELS, AND PROBABILITIES 

Set Algebra 

Set 
U niversa.1 set 
Elerr1ent 

Probability 

Ever1t 
Sample space 
Outcorr1e 

Table 1.1 T he terminology of set theory and probability. 

Ir1 corrrrr1on speech, an event is sorr1et hing t hat occurs. In an experirr1ent , \Ve 
rr1ay say that an e·ver1t occurs when a certain phenomenon is observed. To define 
an event rnatl1err1atica.lly, -vve rr1ust ider1tify all 011tcomes for \vhich the phenornenon 
is observed. That is, for e[-t.Ch outcorne, either t he particular ever1t occt1r'S or it does 
not. In probabilit}' t errns, \Ve define an event in terrns of t he outcorr1es in the sarr1ple 
space. 

Definition 1.3 == Event 

A n, event is a set of outcornes of ari experirnen,t. 

Table 1.1 relates t he terrr1inology of probability t o set t heory. All of this ma}' 
seern so s irr1ple t hat it is borir1g. ·vVhile t his is true of t he defirlitions therriselves, 
applying t11err1 is a different rr1atter. Definir1g the sample space and its outcomes 
are key elements of the solution of any probability problerri. A probabilit}' problem 
arises frorn some practical situation that can be rnodeled as an experirr1ent . T o -vvork 
on the problerr1 , it is necessary to define the experirr1er1t carefull}' and then derive 
the sarr1ple space. Getting t his right is a b ig step t o-vvard solvir1g the problerri. 

===Example 1.1=== 
Sup pose we roll a s ix-sided die and observe the number of dots on t he s ide facing 
upwards. We can label these o utcomes i = 1, ... , 6 where i denotes the outcome that 
'i dots appear o n the up face. The sample space is S = {1, 2, ... , 6}. Each subset of 
S is an event. Examples of events a re 

•The event E 1 = {Roll 4 or higher} = {4, 5 , 6}. 

• The event E 2 = {The ro l I is even} = {2, 4 , 6} . 

• E3 = {The roll is the square of an integer} = {1 , 4}. 

===Example 1.H=== 
Observe the number of minutes a customer spends in the Phonesmart sto re. An out­
come T is a nonnegative real number. The sample space is S = {TIT> 0} . The event 
"the customer stays longer t han five minutes is {T IT > 5} . 
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